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Motivation for a Shared Task on Idioms
State of the art NLP systems have achieved extraordinary success across several tasks 
such as sentences classification (Zhang et al., 2019) and reading comprehension 
(Raffel et al., 2019)

However, they cannot effectively  represent  idiomatic  multiword  expressions 
(MWEs)  (Yu and Ettinger, 2020; Garcia et al., 2021).

Addressing this is non-trivial due to their heavy reliance on compositionality at both 
the word and sub-word levels. 



Subtask A: Identification of Idiomaticity 

Given a sentence with a potentially idiomatic MWE, classify the use of the MWE 
in the sentence as either: a) Idiomatic or b) Non-idiomatic 

Subtask B: Idiom Representation 

The effective representation of potentially idiomatic expressions so they can be 
used in downstream tasks 

Proposed Tasks



Subtask A: Data and Task



Subtask B: Data and Task



Models struggle in the zero shot setting, which is the most interesting. 

Representations of idiomatic expression without annotated data are poor

To this end we propose: 

English Zero shot, One shot

Portugese Zero shot, One shot

Galician Zero shot, One shot (Transfer learning only)

Baseline, Languages and Setup
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