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Background

e Pre-trained language models have seen widespread use In
many NLP applications

e Monolingual language models have been shown to give better
model performance than multilingual language models for certain

tasks

e \We compare results obtained using a multilingual language
model (MBERT) (Devlin et al. 2019) with an Irish monolingual
language model (gaBERT) (Barry et al. 2022) for the task of
automatic identification of verbal MWEs (VMWES) in Irish
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Challenges for Irish dataset

Systems performed the most poorly on Irish

data

Many labels used (7 compared to average
of 5 across languages)

High ratio of unseen vMWESs (69%
compared to average of 33% across

languages)

Small number of training and tuning
examples (226 compared to average of
3645 across languages)

Irish vMWESs exhibit high degree of

variability
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e Exception was models with all 12
layers frozen: required larger
learning rate

Experiment 4:
e Addressing data scarcity by reshuffling
dataset splits
o Training data: 219 (+119) vVMWEs
o Tuning data: 216 (+90) vMWEs
o Testing data: 230 (-212) vMWEs

Experiment 3

e Addressing data complexity by removing
difficult MWEs
o Removed controversial and infrequent IRV
o Removed diverse VID

Random seed

e 20 trials using best performing
hyperparameters

e Random seed values selected
evenly from 5-100

e It was found that combining a
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