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Outline
• This talk: moving beyond classical MWEs to look at 

situations where lexical and grammatical information 
interact in interesting ways 

‣ the syntax-lexis nexus 

‣ from my perspective as someone who does corpus annotation 
and works with language models 

• First: some background on MWEs & constructions 

• Then: case studies in annotation with UD treebanks, and 
probing LMs
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Linguistic Outlaws

• “Words and Rules” paradigm breaks down if you look 
closely 

‣ Some meanings come in packages larger than one word!

4



MWE Definition
Multiword expression (MWE): 2 or more 
orthographic words that are tightly associated 

• Strong MWEs: idiomatic = not fully predictable in 
form and/or function 

‣ non- or semi-compositional:  
ice cream, daddy longlegs, pay attention 

‣ unusual morphosyntax: by and large 

• Weak MWEs: statistically collocated or formulaic 

‣ p(heavy rain) > p(strong rain);  
highly recommended; no amount of … can …

5STREUSLE corpus (Schneider et al., LREC 2014)
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Noam Chomsky 
daddy longlegs, hot dog 

dry out 
depend on, come across 

pay attention (to) 
put up with, give in (to) 

under the weather 
cut and dry 
in spite of 

pick up where __ left off 
easy as pie 

You’re welcome. 
To each his own. 

The structure of this paper is as follows.

pay

dry the clothesout

closeattention (to)

theypick up where left off__

no attention was paid (to)
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POS MWEs
pattern contig. gappy most frequent types (lowercased lemmas) and their counts

N_N 331 1 customer service: 31 oil change: 9 wait staff: 5 garage door: 4
ˆ_ˆ 325 1 santa fe: 4 dr. shady: 4
V_P 217 44 work with: 27 deal with: 16 look for: 12 have to: 12 ask for: 8
V_T 149 42 pick up: 15 check out: 10 show up: 9 end up: 6 give up: 5
V_N 31 107 take time: 7 give chance: 5 waste time: 5 have experience: 5
A_N 133 3 front desk: 6 top notch: 6 last minute: 5
V_R 103 30 come in: 12 come out: 8 take in: 7 stop in: 6 call back: 5
D_N 83 1 a lot: 30 a bit: 13 a couple: 9
P_N 67 8 on time: 10 in town: 9 in fact: 7
R_R 72 1 at least: 10 at best: 7 as well: 6 of course: 5 at all: 5
V_D_N 46 21 take the time: 11 do a job: 8
V~N 7 56 do job: 9 waste time: 4
ˆ_ˆ_ˆ 63 home delivery service: 3 lake forest tots: 3
R~V 49 highly recommend: 43 well spend: 1 pleasantly surprise: 1
P_D_N 33 6 over the phone: 4 on the side: 3 at this point: 2 on a budget: 2
A_P 39 pleased with: 7 happy with: 6 interested in: 5
P_P 39 out of: 10 due to: 9 because of: 7
V_O 38 thank you: 26 get it: 2 trust me: 2
V_V 8 30 get do: 8 let know: 5 have do: 4
N~N 34 1 channel guide: 2 drug seeker: 2 room key: 1 bus route: 1
A~N 31 hidden gem: 3 great job: 2 physical address: 2 many thanks: 2 great guy: 1
V_N_P 16 15 take care of: 14 have problem with: 5
N_V 18 10 mind blow: 2 test drive: 2 home make: 2
ˆ_$ 28 bj s: 2 fraiser ’s: 2 ham s: 2 alan ’s: 2 max ’s: 2
D_A 28 a few: 13 a little: 11
R_P 25 1 all over: 3 even though: 3 instead of: 2 even if: 2
V_A 19 6 make sure: 7 get busy: 3 get healthy: 2 play dumb: 1
V_P_N 14 6 go to school: 2 put at ease: 2 be in hands: 2 keep in mind: 1
#_N 20 5 star: 9 2 star: 2 800 number: 1 one bit: 1 ten star: 1 360 restraunt: 1
N_A 18 year old: 9 month old: 3 years old: 2 cost effective: 1 lightning fast: 1
V~R 11 6 stay away: 3 go in: 2 bring back: 2 recommend highly: 2 work hard: 1
N_P_N 14 2 chest of drawers: 2 man of word: 1 bang for buck: 1 sister in law: 1
N~V 6 10 job do: 2 work do: 2 picture take: 1 care receive: 1 operation run: 1
R_V 15 1 well do: 4 never mind: 2 better believe: 1 well know: 1
N_R 15 night out: 3 hands down: 3 thanks again: 3
N_-_N 14 a / c: 2 jiu - jitsu: 2
P~D~N 14 in the world: 3 around the corner: 2 for some reason: 2
V_R_P 12 1 look forward to: 3 talk down to: 2 have yet to: 1 be there for: 1
A_A 13 west indian: 3 old fashioned: 1 up front: 1 spot on: 1 tip top: 1 dead on: 1
V_T_P 11 2 watch out for: 2 make up for: 2 put up with: 2 turn over to: 1
P_P_N 10 2 out of business: 3 out of town: 2 out of date: 1
N_P 12 nothing but: 2 increase in: 1 damage to: 1
P_N_P 11 in front of: 3 on top of: 2 in need of: 1 in spite of: 1 in search of: 1
A_N_N 11 criminal defense lawyer: 2 purple hull pea: 1 social security numbers: 1
N_N_N 11 search engine optimization: 2 kung pao chicken: 1
N_&_N 10 spay and neuter: 2 give and take: 1 bar and grill: 1 hit or miss: 1
G_A 10 over priced: 4 over cooked: 1 miss informed: 1 out standing: 1
ˆ_ˆ_ˆ_ˆ 10 bexar county tax office: 1 anna maria jose mudo: 1
P_R 10 by far: 8 if ever: 1 of late: 1

Table 2: All POS sequences occurring in at least 10 MWEs in the corpus (49 patterns). Contiguous and gappy MWE instances are counted
separately. POS groupings are abbreviated with a single character (N for common nouns, ˆ for proper nouns, T for particles, etc.). Strong
MWEs are joined with _ and weak MWEs with ~; weak MWE examples are italicized. MWE types occurring at least 10 times are bolded.

4. Conclusion
We have described a process for shallow annotation of het-
erogeneous multiword expressions in running text. The
annotation guidelines and our annotations for the English
Web Treebank can be downloaded at: http://www.ark.
cs.cmu.edu/LexSem.8

8Licensing restrictions prevent us from publishing the full text
of every sentence, so we provide annotations in terms of token

An MWE identification system trained on our corpus is
presented in Schneider et al. (2014). Other ongoing and fu-
ture work includes extending the annotation scheme to new
datasets; developing semi-automatic mechanisms to detect
or discourage inconsistencies across sentences; and inte-
grating complementary forms of semantic annotation of the

offsets in the original corpus. Tokens within the span of an MWE
are retained.

STREUSLE corpus (Schneider et al., LREC 2014)



What’s Missing?

• FORM: X 101, where X is a concept or skill that can be 
learned 

• FUNCTION: name of the most introductory course on the 
topic of X in an institution of higher learning (based on a 
naming convention common at U.S. universities) 
‣ Idiomatic construction requires “101” even though some 

universities count from 100 

• STREUSLE does not annotate X+101 as an MWE because 
only “101” is fixed, so misses this idiom.

8

These guys took Customer_Service 101 from a 
Neanderthal.



The X-101 Construction

• FORM: X 101, where X is a concept or skill that can be 
learned 

• FUNCTION: name of the most introductory course on the 
topic of X in an institution of higher learning (based on a 
naming convention common at U.S. universities) 
‣ Idiomatic construction requires “101” even though some 

universities count from 100 

• STREUSLE does not annotate X+101 as an MWE because 
only “101” is fixed, so misses this idiom.

9

These guys took Customer_Service 101 from a 
Neanderthal.



Constructions

• In Construction Grammar frameworks,  
construction = any symbolic pairing of form and meaning 

‣ Form may be a morpheme, word, multiword expression, 
syntactic construction, … 

‣ Knowing a language entails knowing a network of constructions, 
and how they can be deployed to produce/interpret utterances

10



Lexicon–Grammar as a 
Spectrum

Construction Grammar posits continuity between lexicon and grammar 

construction = conventionalized form/function pairing of any grammatical 
shape, level of abstractness 

constructicon = structured inventory of constructions characterizing knowledge 
of a language

11

LEXICAL GRAMMATICAL

cats kick the bucket
ice cream

SVOthe Xer, the Yer
spill the beans
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Constructions: a new theoretical
approach to language
Adele E. Goldberg

Linguistics Department, University of Illinois, Urbana, IL 61801-0168, USA

A new theoretical approach to language has emerged in
the past 10–15 years that allows linguistic observations
about form–meaning pairings, known as ‘construc-
tions’, to be stated directly. Constructionist approaches
aim to account for the full range of facts about
language, without assuming that a particular subset of
the data is part of a privileged ‘core’. Researchers in this
field argue that unusual constructions shed light on
more general issues, and can illuminate what is
required for a complete account of language.

Constructions – form and meaning pairings – have been
the basis of major advances in the study of grammar since
the days of Aristotle. Observations about specific linguistic
constructions have shaped our understanding of both
particular languages and the nature of language itself. But
only recently has a new theoretical approach emerged that
allows observations about constructions to be stated
directly, providing long-standing traditions with a frame-
work that allows both broad generalizations and more
limited patterns to be analyzed and accounted for fully.
This is in contrast to themainstream ‘generative’ approach
to language, which has held sway for the past several
decades, beginning with Chomsky in 1957 [1].

Many linguists with varying backgrounds have recently
converged on several key insights that have given rise to a
new family of approaches, here referred to as ‘construc-
tionist’ approaches [2–23]. Constructionist approaches
share certain foundational ideas with the mainstream
generative approach. Both approaches agree that it is
essential to consider language as a cognitive (mental)
system; both approaches acknowledge that theremust be a
way to combine structures to create novel utterances, and
both approaches recognize that a non-trivial theory of
language learning is needed.

In other ways, constructionist approaches contrast
sharply with the mainstream generative approach. The
latter has held that the nature of language can best be
revealed by studying formal structures independently of
their semantic or discourse functions. Ever increasing
layers of abstractness have characterized the formal
representations. Meaning is claimed to derive from the
mental dictionary of words, with functional differences
between formal patterns being largely ignored. Semi-
regular patterns and unusual patterns are viewed as
‘peripheral,’ with a narrow band of data seen as relevant to

the ‘core’ of language. Mainstream generative theory
argues further that the complexity of core language cannot
be learned inductively by general cognitive mechanisms
and therefore learners must be hard-wired with principles
that are specific to language (‘universal grammar’).

Tenets of constructionist approaches
Each basic tenet outlined below is shared by most
constructionist approaches. Each represents a major
divergence from the mainstream generative approach
and, in many ways, a return to a more traditional view of
language.

Tenet 1. All levels of description are understood to
involve pairings of form with semantic or discourse
function, including morphemes or words, idioms,
partially lexically filled and fully abstract phrasal
patterns. (See Table 1)
Tenet 2. An emphasis is placed on subtle aspects of the
way we conceive of events and states of affairs.
Tenet 3. A ‘what you see is what you get’ approach to
syntactic form is adopted: no underlying levels of syntax
or any phonologically empty elements are posited.
Tenet 4. Constructions are understood to be learned on
the basis of the input and general cognitivemechanisms
(they are constructed), and are expected to vary cross-
linguistically.
Tenet 5. Cross-linguistic generalizations are explained
by appeal to general cognitive constraints together with
the functions of the constructions involved.
Tenet 6. Language-specific generalizations across con-
structions are captured via inheritance networks much
like those that have long been posited to capture our
non-linguistic knowledge.
Tenet 7. The totality of our knowledge of language is
captured by anetwork of constructions: a ‘construct-i-con.’

Each of these tenets is explained in a subsequent
section below.

Constructions: what they are
Constructions are stored pairings of form and function,
including morphemes, words, idioms, partially lexically
filled and fully general linguistic patterns. Examples are
given in Table 1.

Any linguistic pattern is recognized as a construction as
long as some aspect of its form or function is not strictly
predictable from its component parts or from other
constructions recognized to exist. In addition, manyCorresponding author: Adele E. Goldberg (agoldbrg@uiuc.edu).
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constructionist approaches argue that patterns are stored
even if they are fully predictable as long as they occur with
sufficient frequency [24–29].

Unlike mainstream generative grammar, the construc-
tionist framework emphasizes the semantics and distri-
bution of particular words, grammatical morphemes, and
cross-linguistically unusual phrasal patterns. The hypoth-
esis behind this methodology is that an account of the rich
semantic, pragmatic, and complex formal constraints on
these patterns readily extends to more general, simple or
regular patterns.

As an example of an unusual pattern, consider the
Covariational Conditional construction inTable 1 (e.g. ‘The
more you think about it, the less you understand’). The
construction is interpreted as involving an independent
variable (identified by the first phrase) and a dependent
variable (identified by the second phrase). The word the
normally occurs at the beginning of a phrase headed by a
noun. But in this construction it requires a comparative
phrase. The two major phrases of the construction resist
classification as either noun phrases or clauses. The
requirement that two phrases of this type be juxtaposed
without conjunction is another non-predictable aspect of
the pattern. Because the pattern is not strictly predictable,
a construction is posited that specifies the particular form
and semantic function involved [10].

Other unusual constructions include those in Table 2.
Although some of the patterns are primarily used
colloquially, they are part of every native speaker’s
repertoire of English. (The stranded preposition construc-
tion is unusual not by virtue of its being prescriptively
dispreferred, but in that it is found only in a few Germanic
languages).

More common patterns such as passive, topicalization

and relative clauses are understood to be learned pairings
of form and (semantic or discourse) function – that is, they
are also constructions. Each pairs certain formal proper-
ties with a certain communicative function.

Even basic sentence patterns of a language can be
understood to involve constructions. That is, themain verb
can be understood to combine with an argument-structure
construction (e.g. transitive, intransitive, ditransitive
constructions, etc.) [7]. The alternative is to assume that
the form and general interpretation of basic sentence
patterns are determined by semantic and/or syntactic
information specified by the main verb. The sentence
patterns given in (1) and (2) indeed appear to be
determined by the specifications of give and put respect-
ively:
(1) Chris gave Pat a ball.
(2) Pat put the ball on the table.

Give is a three-argument verb: an act of giving requires
three characters: a giver (or agent), a recipient, and
something given (or ‘theme’). It is therefore expected to
appear with three phrases corresponding to these three
roles. In (1), for instances, Chris is agent, Pat is recipient,
and a ball is theme. Put, another three-argument verb,
requires an agent, a theme (object that undergoes the
change of location) and a final location of the theme’s
motion. It appears with the corresponding three argu-
ments in (2). However, whereas (1) and (2) represent
perhaps the prototypical case, in general the interpret-
ation and form of sentence patterns of a language are not
reliably determined by independent specifications of the
main verb. For example, it is implausible to claim that
sneeze has a three-argument sense, and yet it can appear
as such in (3). The patterns in (4)–(6) are likewise not
naturally attributed to the main verbs:
(3) ‘He sneezed his tooth right across town.’ (Robert

Munsch, Andrew’s Loose Tooth)
(4) ‘She smiled herself an upgrade.’ (Douglas Adams,

Hitchhiker’s Guide to the Galaxy, Harmony Books)
(5) ‘We laughed our conversation to an end.’ (J. Hart. Sin

Ivy Books, New York)
(6) ‘They could easily co-pay a family to death.’ (NewYork

Times, 1/14/02)

Examples need not be particularly novel to make the
point. Verbs typically appear with a wide array of

Table 1. Examples of constructions, varying in size and complexity; form and function are specified if not readily transparent

Construction Form/Example Function

Morpheme e.g. anti-, pre-, -ing
Word e.g. Avocado, anaconda, and
Complex word e.g. Daredevil, shoo-in
Idiom (filled) e.g. Going great guns
Idiom (partially filled) e.g. Jog ksomeone’sl memory
Covariational-Conditional

construction [10]
Form: The Xer the

Yer (e.g. The more you think about it,
the less you understand)

Meaning: linked independent and dependent variables

Ditransitive
(double-object)
construction

Form: Subj [V Obj1
Obj2] (e.g. He gave her a Coke; He baked her a muffin)

Meaning: transfer (intended or actual)

Passive Form: Subj aux VPpp (PPby) (e.g. The armadillo was hit
by a car)

Discourse function: to make undergoer topical and/or
actor non-topical

Table 2. Productive or semi-productive constructions that are
unusual across languages and must be learned on the basis of
the input

time away construction Twistin the night away [13]
What’s X doing Y? What’s that fly doing

in my soup? [30]
Nominal Extraposition construction It’s amazing the difference! [31]
Mad Magazine construction Him, a doctor?! [32]
Noun–Pronoun–Noun (N P N)

construction
house by house; day
after day [12]

Stranded preposition construction Who did he give
that to?

Review TRENDS in Cognitive Sciences Vol.7 No.5 May 2003220
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Constructions in Typology
• Constructions can be used as a device to account for intralinguistic 

form–meaning mappings 

• How to compare and contrast across languages? Need comparative 
concepts to map (Haspelmath, Croft) 

‣ Consider predication of a person’s age: 

✴ English recruits the copular construction for adjectival predication:  
         I am 20 years old 

✴ French recruits a verbal possession construction:  
         J’ai 20 ans lit. ’I have 20 years’ 

‣ We can define the comparative concept of ‘age predication construction’ 
and distinguish two strategies (copular vs. possessive verb)

13



Constructions in Typology
• Croft (2022) Morphosyntax:  

a deep dive into 
morphosyntactic 
constructions of the world’s 
languages

14



Questions

1. How can we apply general syntactic categories to 
instances of idiosyncratic constructions? 

2. How can we annotate instances of constructions in a 
crosslinguistic way? 

3. How well do LMs implicitly capture constructions’ form 
and meaning?

15



Beautiful Washington D.C.

Image Credit: https://www.routific.com/us-cities-with-worst-traffic

“There was bumper to bumper 
traffic all the way into the city”

Slide from Wesley Scivetti



Door-to-door Salesman

Image Credit: https://www.routific.com/us-cities-with-worst-traffic

• In the previous example, 
“bumper to bumper” references 
the closeness of bumpers to one 
another. 

• Is that was “door to door” means 
here? 

• Not really, it seems to reference 
the movement of a salesperson 
from one door to the next. 

Slide from Wesley Scivetti



NPN
• English (+ many other languages) have constructions that consist of 

a noun, a preposition, and the same noun again: 

‣ bumper to bumper 

‣ door to door 

‣ day to day 

‣ day by day 

‣ day after day 

‣ review assignment upon review assignment 

• Meanings related to juxtaposition, quantity, iteration (depending on 
preposition and noun)

18



NPN: Jackendoff (2008)

• “The basic insight of construction grammar is that 
languages can contain numerous offbeat pieces of syntax 
with idiosyncratic interpretations.” 

• NPN construction, e.g. day by day is an example of 
idiosyncratic syntax+semantics 

‣ Actually a family of constructions

19



Idiosyncratic  
Restrictions on Form
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CONSTRUCTION AFTER CONSTRUCTION AND ITS THEORETICAL CHALLENGES 9

(2) hand over hand, hand in hand, arm in arm, (tear NP) limb from limb
In the examples in 1 and 2, the choice of noun is relatively limited (e.g. *tongue in

tooth, *finger over finger, *leg from leg). However, the NPN construction is productive
with a handful of prepositions; that is, the choice of noun is quite free. These prepositions
are by, for, to, after, and upon (with the variant on). Examples appear in 3.3

(3) a. day by day, paragraph by paragraph, country by country
b. dollar for dollar, student for student, point for point
c. face to face, bumper to bumper
d. term paper after term paper, picture after picture
e. book upon book, argument upon argument

The construction is highly constrained. The nouns cannot be mass nouns (4a) (with
certain exceptions to be seen later); they are not allowed to have determiners (4b) or
plurals (4c) (again with exceptions). They are also not allowed to have postnominal
modifiers (4d), with one important exceptional case shown in 4e, which is discussed
in §4.5. Some of the prepositions, however, permit prenominal adjectives on either the
second noun or both (4f).

(4) a. No mass nouns: *water after water, *dust for dust
b. No determiners: *the man for the man, *a day after a day, *some inch

by some inch
c. No plurals: *men for men, *books after books, *weeks by weeks
d. No postnominal complements or modifiers: *father of a soldier for father

of a soldier, *day of rain to day of rain, *inch of steel pipe by inch of
steel pipe

e. —except with after and upon: day after day of rain
f. Prenominal adjectives: day after miserable day, tall boy by tall boy

The positions in a clause in which the construction can occur are predominantly
adjunct positions: presententially (5a), after the subject (5b), and in VP after the comple-
ments (5c). It can also appear within an NP, in the position normally occupied by a
prenominal adjective (5d). N after N and N (up)on N furthermore can appear in positions
characteristic of NPs (5e–h).4

(5) a. Page for page, this is the best-looking book I’ve ever bought.
(presententially)

b. John and Bill, arm in arm, strolled through the park. (after subject)

c. We went through the garden inch by inch. (postcomplement)

d. Your day-to-day progress is astounding. (prenominally in NP)

e. Student after/upon/*by student flunked. (subject)

f. We filled crack after/*by crack. (object)

g. We looked for dog after/*by dog. (object of NP)

h. Student after/*by student’s parents objected. (possessive NP)

3 A further possibility suggested by a referee is X against Y, as in hawk against dove. But this does not
observe the constraints on NPN pointed out in 4; for example, the clever French against the indomitable
British is fine. I suspect therefore that this is a different construction.

4 Huddleston and Pullum (2002:633, n. 15) notice this difference between N after N and the other cases
of NPN. They claim that only temporal nouns are acceptable in N after N in adjunct positions: they cite day
after day but *quarrel after quarrel. The examples throughout this article show that this is not the case, and
I find the following example perfectly acceptable: Quarrel after quarrel, those two somehow manage to
remain friends.

In addition to some fixed expressions like “tongue in cheek” and “head over heels”,

Though an NP could consist of “N P N”, instances of the NPN construction  
don’t appear in NP-like contexts (more like PP contexts)
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CONSTRUCTION AFTER CONSTRUCTION AND ITS THEORETICAL CHALLENGES 9

(2) hand over hand, hand in hand, arm in arm, (tear NP) limb from limb
In the examples in 1 and 2, the choice of noun is relatively limited (e.g. *tongue in

tooth, *finger over finger, *leg from leg). However, the NPN construction is productive
with a handful of prepositions; that is, the choice of noun is quite free. These prepositions
are by, for, to, after, and upon (with the variant on). Examples appear in 3.3

(3) a. day by day, paragraph by paragraph, country by country
b. dollar for dollar, student for student, point for point
c. face to face, bumper to bumper
d. term paper after term paper, picture after picture
e. book upon book, argument upon argument

The construction is highly constrained. The nouns cannot be mass nouns (4a) (with
certain exceptions to be seen later); they are not allowed to have determiners (4b) or
plurals (4c) (again with exceptions). They are also not allowed to have postnominal
modifiers (4d), with one important exceptional case shown in 4e, which is discussed
in §4.5. Some of the prepositions, however, permit prenominal adjectives on either the
second noun or both (4f).

(4) a. No mass nouns: *water after water, *dust for dust
b. No determiners: *the man for the man, *a day after a day, *some inch

by some inch
c. No plurals: *men for men, *books after books, *weeks by weeks
d. No postnominal complements or modifiers: *father of a soldier for father

of a soldier, *day of rain to day of rain, *inch of steel pipe by inch of
steel pipe

e. —except with after and upon: day after day of rain
f. Prenominal adjectives: day after miserable day, tall boy by tall boy

The positions in a clause in which the construction can occur are predominantly
adjunct positions: presententially (5a), after the subject (5b), and in VP after the comple-
ments (5c). It can also appear within an NP, in the position normally occupied by a
prenominal adjective (5d). N after N and N (up)on N furthermore can appear in positions
characteristic of NPs (5e–h).4

(5) a. Page for page, this is the best-looking book I’ve ever bought.
(presententially)

b. John and Bill, arm in arm, strolled through the park. (after subject)

c. We went through the garden inch by inch. (postcomplement)

d. Your day-to-day progress is astounding. (prenominally in NP)

e. Student after/upon/*by student flunked. (subject)

f. We filled crack after/*by crack. (object)

g. We looked for dog after/*by dog. (object of NP)

h. Student after/*by student’s parents objected. (possessive NP)

3 A further possibility suggested by a referee is X against Y, as in hawk against dove. But this does not
observe the constraints on NPN pointed out in 4; for example, the clever French against the indomitable
British is fine. I suspect therefore that this is a different construction.

4 Huddleston and Pullum (2002:633, n. 15) notice this difference between N after N and the other cases
of NPN. They claim that only temporal nouns are acceptable in N after N in adjunct positions: they cite day
after day but *quarrel after quarrel. The examples throughout this article show that this is not the case, and
I find the following example perfectly acceptable: Quarrel after quarrel, those two somehow manage to
remain friends.



NPNs: Meaning
● NPN constructions are really a family of constructions with similar 

forms but different meanings 

● Commonly attested meanings (Jackendoff 2008, Roch et al. 2010, 
Sommerer and Baumann 2021) 
○ Succession/Iteration 
■ “The plan changes day to day” 

○ Comparison/Exchange 
■ “They’re the best pound for pound boxer” 

○ Juxtaposition/Close Contact 
■ “The two stood chest to chest” 

○ Intensification/Quantification 
■ “I graded essays upon essays” 

Slide from Wesley Scivetti



Cxn Network (Hierarchy)
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day by day 
house by house

day after day*
blow for blow 

dollar for dollar 
[matching can involve  

comparison or exchange]

house to house 
[cf. go from house 

to house] rags-to-riches 
[cf. from rags to riches]

snacks upon snacks

signal-to-noise ratio 
[cf. compare signal to noise]

layer upon layer

*growing intensity:  
We worked day after week after month 
*We worked month after week after day



NPN Annotation
• NPNs are rare 

• Shallow matching will give false positives 

‣ problem of sticking plastic to plastic 

• We want a way to annotate 

‣ where an instance of the NPN construction occurs, and 

‣ what its meaning is

24



NPN Datasets
• UCxn project: investigated NPNs in 10 languages 

(Weissweiler et al. LREC-COLING 2024) 

‣ Found treebank attestations in 8 languages by querying UD 
treebanks 

25



NPNs
• Strategy   one form, multiple possible meanings 
• Day after day, shoulder to shoulder, box upon box 
• Easy to automatically annotate

26

Analysis of attested meanings 
• Succession: hour after hour 

• Comparison: man for man 

• Opposition: brother against brother 

• Proximity: hand in hand 

• Quantification: snacks upon snacks 

(+) possible but not attested in 
treebanks 
(?) existence unclear

Slide from Leonie WeissweilerUCxn: Weissweiler et al. (2024)



Syntactic Querying
• Dependency syntax already provides the scaffolding for 

recognizing instances of the formal pattern 

• Queries like the following can be adapted to different 
languages:

27

without:

(N, P, N2 are variables; < indicates successive words)

< < < < <



Grew Query (English)
    rule npn { 
        pattern { 
            _anchor_ [ xpos = re"N.*"]; 
            N2 [xpos = re"N.*" ]; 
            _anchor_.lemma = N2.lemma; 
            _anchor_ -> N2; 
            P[upos="ADP"]; 
            _anchor_ < P; 
            P < N2; 
        } 
        without { 
            N -[case]-> P2; 
            P2 < N; 
            P2 [lemma="from"]; 
        } 
        without { X -[fixed]-> _anchor_ } 

        commands { _anchor_.Cxn="NPN"; 
	 	 _anchor_.CxnElt="N1"; 
                  P.CxnElt="P"; 
                  N2.CxnElt=“N2"; } 
    }

28



UCxn V1: A New Resource

29

Slide from Leonie WeissweilerUCxn: Weissweiler et al. (2024)



NPN Datasets
• UCxn project: investigated NPNs in 10 languages 

(Weissweiler et al. LREC-COLING 2024) 

‣ Found treebank attestations in 8 languages by querying UD 
treebanks 

• Semantic disambiguation of a larger sample of N-to-N 
instances in English (Scivetti & Schneider 2025 preprint) 

‣ Sampled from COCA: 6600 true instances + 450 distractors 

‣ Labeled as SUCCESSION vs. JUXTAPOSITION meaning

30

https://arxiv.org/abs/2503.18751


Typological Construction Annotation 
via Comparative Concepts

• Beyond NPN, which is a strategy, the UCxn project defined 4 
other constructions in functional terms and investigated 
them across UD corpora in 10 languages: 

‣ Interrogatives 

‣ Existentials 

‣ Conditionals 

‣ Resultatives 

• These are towards the grammatical end of the spectrum, but 
they still have meanings/functions!

31UCxn: Weissweiler et al. (2024)



UCxn: A multilingual 
collaboration!

32

English, German, Swedish, French, Spanish, Brazilian Portuguese, Hindi, Chinese, Hebrew, Coptic

https://aclanthology.org/2024.lrec-main.1471/


Interrogatives
• What would appear in a UD treebank: 

 
 
 

• Nowhere does it say that this is a question, because that’s 
indicated by a combination of morphosyntactic features (word 
order, WH-words etc.) and orthographic features (punctuation). 

• We adopt functional definitions of different kinds of interrogatives 
and write language-specific queries to match formal strategies.

33UCxn: Weissweiler et al. (2024)



Interrogatives

34UCxn: Weissweiler et al. (2024)



Interrogatives
• UCxn guidelines offer a set of names for construction 

subtypes and elements of the construction, and a 
standard for marking instances in CoNLL-U format:

35UCxn: Weissweiler et al. (2024)



Quantitative Comparisons
• Annotations allow for fine-grained comparison of 

strategies, e.g. how WH words are realized in English vs. 
Coptic:

36UCxn: Weissweiler et al. (2024)



Existentials/presentationals

37UCxn: Weissweiler et al. (2024)



Existentials/presentationals

38UCxn: Weissweiler et al. (2024)



Existentials/presentationals

39

Interrogative-WHInfo-Dir
ect

de, en, es, fr, hi, he, pt, sv, zh InformationQuestion_cxn

Interrogative-WHInfo-Ind
irect

de, en, es, fr, hi, he, pt, sv InterrogativeComplement_cx
n-InformationQuestion_inf

Cxn Family+Subfamily:
Interrogative-Polar

Content CxnElts: Clause

Full Name in Data Languages Details

Interrogative-Polar cop

Interrogative-Polar-Dire
ct

de, en, es, fr, hi, he, pt, sv, zh PolarityQuestion_cxn

Interrogative-Polar-Indi
rect

de, en, es, fr, he, hi, pt, sv InterrogativeComplement_cx
n-PolarityQuestion_inf

Cxn Family+Subfamily:
Interrogative-Reduced

Content CxnElts: Clause

Full Name in Data Languages Details

Interrogative-Reduced zh Contains a question mark but
doesn’t match other queries;
context-dependent
interpretation

Cxn Family: Existential7 Content CxnElts: Pivot, (sometimes) Coda8

Full Name in Data Languages Details

Existential-CopPred hi, he Hebrew past & future

Existential-CopPred-HereEx
pl

en Technically this “be” is tagged as a VERB in
English, but we can think of it as recruited
from the copula “be”.

Existential-CopPred-ThereE
xpl

de, en

8 “Coda” is the term used in the paper (Weissweiler et al., LREC-COLING 2024) for the location if
specified alongside the pivot. It is only annotated if explicit, and even then, only by some languages/rules
at present.

7 Note that the scope of what we call “existential” constructions includes instances that may better be
described as presentational.
Existential-ExistPred cop, sv, pt

Existential-ExistPred-Full
Verb

he קיים

Existential-ExistPred-NoEx
pl

en “a path to victory exists” (in contrast with
Existential-ExistPred-ThereExpl “There

exists a path to victory”; cf.
Existential-ExistPred-FullVerb in Hebrew(

Existential-ExistPred-Ther
eExpl

en “There exist” (unattested in EN data; but
would be a case of overlap between current
ThereExpl and ExistPred rules)

Existential-ExistPred-VblP
art

he Verb-like particle (tagged as VERB in UD
but not a full verb:(יש

Existential-GivePred-ItExp
l

de

Existential-HavePred es, pt, zh

Existential-HavePred-ItExp
l-ThereExpl

fr “Il y a”

Existential-MannerPred-The
reExpl

en “There stretched…new vistas of trees and
paths…”

Existential-NotExistPred cop

Existential-NotExistPred-V
blPart

he אין

Cxn Family: Resultative Content CxnElts: Event, ResultState

Full Name in Data Languages Details

Resultative zh

Cxn Family: NPN Content CxnElts: N1, N2, P

Full Name in Data Languages Details

NPN cop, de, en, es, fr, (hi), he, pt,
sv,

Remarks: Hindi defines a rule for NPN, but no instances are attested in the corpus.

UCxn v1 Guidelines



Questions
1. How can we apply general syntactic categories to instances of 

idiosyncratic constructions? 

2. How can we annotate instances of constructions in a crosslinguistic 
way? 

💡 Develop functional definitions of constructions as comparative concepts 

💡 Query syntactic treebanks to identify form pattern 

✦ There may be several such patterns, even within the same language 

💡Manually disambiguate senses 

3. How well do LMs implicitly capture constructions’ form and meaning?

40



What if the basic syntax  
is in doubt?

41

What is the syntactic head? 
Lake Michigan 

Chapter 1



A category-inventory like UD 
relations needs elasticity

• Revised some of the universal guidelines to be more flexible and 
prototype-based: 

‣ The flat relation is used to combine the elements of an expression where none 
of the immediate components can be identified as the sole head using standard 
substitution tests.…The prototypes for flat are: (i) personal names, (ii) foreign 
expressions, (iii) iconic sequences, and (iv) items separated for readability. 

• Language-specific subtypes 

‣ [en] nmod:desc: descriptor modifier in nominal 
 
This relation subtype applies to nominal modifiers that we term descriptors. 
These are bare nominals that occur in or with a name, and are not prepositional/
possessive or part of the English compound construction. For personal names, 
titles and role descriptions are a prime example.…

42



What counts as a fixed 
grammatical expression in UD?

43



What counts as a fixed 
grammatical expression in UD?

• A few expressions like “as well as” clearly have transcended their 
historical/compositional syntactic behavior, warranting fixed 

• For expressions like “at least” or “in order to”, where some 
internal structure is visible, categorizing as syntactically regular 
vs. idiosyncratic is really hard :( 

‣ Need more input from PARSEME/UniDive! Cf. Savary et al. (NEJLT 2023) 

• Discussions reveal tension between those who favor 
conservatism (keeping current lexical list to avoid churn) and 
those who look for a more principled approach

44

https://nejlt.ep.liu.se/article/view/4453


Questions
1. How can we apply general syntactic categories to instances of 

idiosyncratic constructions? 

💡 Define general categories with prototypes for elasticity (+ consider subtyping) 

2. How can we annotate instances of constructions in a crosslinguistic 
way? 

💡 Develop functional definitions of constructions as comparative concepts 

💡 Query syntactic treebanks to identify form pattern 

💡Manually disambiguate senses 

3. How well do LMs implicitly capture constructions’ form and meaning?

45



Do LMs “know” constructions?

• A growing body of work on how various language models 
represent/process various constructions, esp. in English: 

‣ Weissweiler et al. (2022): comparative correlative (the X-er, the Y-er) 

‣ Zhou et al. (2024): causal excess (so X that Y) 

‣ Misra & Mahowald (2024): AANN (a ADJ NUM NOUN) 

‣ Scivetti et al. (2025): way-manner, let-alone, and others 

☞ Construction Grammar + NLP Bibliography

46

https://docs.google.com/spreadsheets/u/1/d/e/2PACX-1vR294DXq1IrdXw3rfOcv2RoG7ofISF0Xs4LDekIzSWTug8b4fvkbLnOl4X5L7Vo-7GFqvVwFq0y_Hxb/pubhtml


What do LMs “know” about NPN?
• Using the aforementioned dataset of N-to-N construction, 

we train probing classifiers to understand BERT’s 
contextualized representations of the token “to” 

‣ Subset of annotated COCA data used for BERT experiments: 
 
 
 

‣ No lexical overlap of nouns between train and test

47Scivetti & Schneider (2025)



What do LMs “know” about NPN?
• Q1: Do the representations distinguish true construction 

instances vs. distractors? 

✴ Yes, with accuracy >90% at middle and higher layers, even in 
few-shot case (10 training examples for probe):

48Scivetti & Schneider (2025)



What do LMs “know” about NPN?
• Q2: Are the representations sensitive to word order? 

 
 
 
 
 
 

✴ Somewhat: In higher layers, a majority of perturbed versions 
are rejected as instances of the construction if there are ≥25 
training examples

49Scivetti & Schneider (2025)



What do LMs “know” about NPN?
• Q3: Do the representations disambiguate semantics? 

 
 

✴ Largely: Especially in higher layers, and especially with ≥25 
training examples, the contextualized representations exceed 
a static embedding baseline

50Scivetti & Schneider (2025)

SUCCESSION

JUXTAPOSITION



What do LMs “know” about NPN?
• Q3: Do the representations disambiguate semantics? 

 
 

✴ Somewhat: In higher layers, a majority of perturbed versions 
are rejected as instances of the construction if there are ≥25 
training examples

51Scivetti & Schneider (2025)



Questions
1. How can we apply general syntactic categories to instances of 

idiosyncratic constructions? 

💡 Define general categories with prototypes for elasticity (+ consider subtyping) 

2. How can we annotate instances of constructions in a crosslinguistic way? 

💡 Develop functional definitions of constructions as comparative concepts 

💡 Query syntactic treebanks to identify form pattern 

💡Manually disambiguate senses 

3. How well do LMs implicitly capture constructions’ form and meaning? 

💡 BERT embeddings of to distinguish NPN from distractors, and at least partially 
capture word order and semantic sense

52



Take-home points
• Meaningful units in a language may be “packages”  

with lexical and/or grammatical constraints on form 

• Such constructions may be frequent or rare 

• Form <-> function mappings are often many-to-many 

• Functional definitions can facilitate crosslinguistic comparison 

• Annotation of constructions atop universal standards like UD 
facilitates empirical comparison 

• Much to investigate about whether/how LMs “acquire” 
constructional forms and meanings
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CxG/CL past and future
• Theme session on Computational Aspects of Frames and Constructions @ 

ICCG 2016 (Miriam R. L. Petruck, Nathan Schneider) 

• LAW-MWE-CxG workshop @ COLING 2018 (Agata Savary, Carlos Ramisch, 
Jena D. Hwang, Nathan Schneider, Melanie Andresen, Sameer Pradhan, 
Miriam R. L. Petruck) 

• CxGs+NLP @ GURT/SyntaxFest 2023 (Claire Bonial, Harish Tayyar Madabushi) 

• CxGs+NLP @ IWCS 2025 Dusseldorf: September 24 (Claire Bonial, Harish 
Tayyar Madabushi) 

‣ submission deadline June 6 

• UCxn welcomes more languages and constructions! 😀
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Natural Language Processing 
R 
E 
L 
I 
E 
S 
on Linguistics

Resources 
Evaluation 
Low-resource settings 
Interpretability 
Explanation 
Study of language 

Juri Opitz*, Shira Wein*, Nathan Schneider* (2025) 
Computational Linguistics



Thanks!
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