# IIIII Lexicons Gain the Upper Hand in Arabic MWE Identification 

Najet Hadj Mohamed ${ }^{12}$, Agata Savary ${ }^{3}$, Cherifa Ben Khelil ${ }^{1}$, Jean-Yves Antoine ${ }^{1}$, Iskander Keskes ${ }^{2}$, Lamia Belguith Hadrich ${ }^{2}$

1 University of Tours, LIFAT, ICVL; 2 University of Sfax MIRACL; 3 University of Paris-Saclay, LISN

- MWE in MSA :


## MWE identification

- Tow words with unexpected behavior ${ }^{[1]}$

- Objectif

Identifying MWEs using an Arabic lexicon (capturing unseen expressions more effectively and reducing the ambiguity of literal interpretations)

## - Challenges:

- Unseen VMWEs: Identifying MWEs that have not been previously encountered in training datasets.
- Idiomatic Ambiguity: Differentiating literal from figurative meanings.


## APPROACH

## Identifying VMWE candidates

(based on lemmas associated with each MWE lexicon)

Disambiguating candidate VMWE occurrences:
PIEC: Potential Identiomatic Expression Classifier
Architecture:

1. Tokenization: The input sequence $S S$ and the target PIE are tokenized. Embedding Generation:
the PIE and tis context SS.
. Feazure Extraction: A Bidirectional LSTM (BiLSTM) layer extracts features from these
$h(S)=\operatorname{BiLSTM}(e(S)) h(S)=\operatorname{BiLSTM}(e(S))$ and $h($ PIE $)=\operatorname{BiLSTM}(e(P I E)) h(P I E)=\operatorname{BiLSTM}(e($ PIE) $)$. Attention Flow: The attention flow layer integrates context and query information, produci
representations and fusing $h(S) h(S)$ and $h(P I E) h(P I E)$ into a cohesive contextual representation. 5. MaxPooling: A MaxPooling layer reduces the dimensions of the data while retaining key features
2. Classification: The integrated representation is passed through Dense layers, with the final classification performed using a sigmoid layer.

Figure 1: OVERVIEW OF THE METHOD
parseme-ar [1-2]

LEXAR(L)

| To put hand on 'to control |  |
| :---: | :---: |
| To pull the rope to compete | EXTRACTING |
| His crow flew off 'to get old' | - |
| طعنه في ظهره <br> He stabbed him in the bacl 'Betrayal, deceit' |  |

$\square$
 With 1 Wet any inside information he could get his hands to to (3) (2) the vial by rubbing it between your hand.

 And this means that companies, now more than ever, are competing fiercely to attract their customers' attention.
 The crow soared high for the third time and flew off toward the


FILTERING
MWE,S

## EVALUATION

## DATASET


corpus from PARSEME $1.3{ }^{[1-2]}$
parseme-ar:
4,7000 VMWEs within 7,500 sentences
首

## VMWE lexicon

1504 Arabic VMWE manuually annotated From "Contextual Dictionary of Idiomatic Expressions" by [5]


## RESULTS

Figure 2: Comparing our approach performance with MTLBSTRUCT on MWE-based and unseen MWE-based metrics.


Figure 3: Comparing our approach performance with MTLBSTRUCT on MWE-based and unseen MWE-based metrics.


## Discussion:

## Identification of VMWE candidates:

- Our approach outperforms MTLB-STRUCT outperforms MTLB-STRUCT in terms of MWE-based F1 score by 7\% and for unseen MWEs by 9\% (see Figure 2 ) - Among the 278 unseen VMWEs assessed, our approach detected 125, whereas MTLB-STRUCT identified 104 out of the total.
Disambiguation (see Figure 3) :
- It performs highly better on both literal and figurative class across all languages, even when dealing with unbalanced data in German and English.
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