MultiMWE: Building a Multi-lingual Multi-Word

Expression (MWE) Parallel Corpora

Motivations Strategies

» Multiword Expressions (MWEs) set challenges for » Automatic extraction of bilingual MWEs from parallel
state-of-the-art neural machine translation (NMT) corpora introducing new Ianguage pairs en-de/zh.

» Bilingual parallel corpora introducing MWE » Data augmentation for MT system training using
annotations are very scarce. extracted bilingual MWEs as Knowlege Base.

» How to extract automatically: Manual annotation is » Quantitative and qualitative evaluation of MT system
costly and time-consuming. outputs looking into MWEs.
Experimental Settings and Outcomes Sample Comparisons of MT Systems

» Transformer models learned from scratch using 5

million parallel sentences from WMT - BB B LT S E— -
» Our collections are 3,159,226 and 143,042 = IRE ﬁﬁ’\IE_t_;ntai %3 ;XI Eéu E”J III

bilingual MWE pairs for German-English and K 5 2

Chinese-English respectively after filtering. Ref

Examples of MWE translations in MT outputs

the leaders of Russia and Turkey met on
» We examine the quality of these extracted Tuesday to shake hands and declare a formal

oo . . end to an eight - month long war of words and
bilingual MWEs in MT experiments. economic sanctions .

» Our initial experiments applying MWEs in MT Base  Russian and Turkish leaders met Tuesday ,
show improved translation performances on shaking hands and declaring the official end of
MWE t . litati lvsi d bett eight months of water fighting and economic

erms in qualitative analysis and better sanctions .
general evaluation scores in quantitative analysis, B+MWE Russian and Turkish leaders met on Tuesday

on both German-English and Chinese-English and both shook hands and announced a

. . . . formal end of eight months of oral combat and
language pairs. (Figure examples => right side) economic sanctions
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Procedures or MWE extraction Ref the offence was even greater , coming from a
» Morphological tagging of De/Zh and En.
. B ttacks fi harder t
» Tagged De/Zh/En into XML format. - 2c§gpts. rom @ are even harder fo
| 4 DeSigl’] MWE-paﬁel’nS fOl‘ De/Zh/El’] B+MWE the attack from iS harder to
» Extract Monolingual MWEs with MWEtoolkit accept
. . Src: source; Ref: reference. B+MWE: Baseline+MWE. Simplified

» Generate De/Zh-En lexicon translation Chinese (i, 1) mapping into Traditional (%%, ), used in paper.

probability files with Giza++ and Moses
» Align Bilingual MWEs with MPAligner Figure: Baseline model vs model with filtered MWEs integrated

MultiMWE corpora creation workflow

Parallel COrpus-A =L Biingual  _, ' MultiMWE
corpora — P —> —> MWEs Corpora
corpus-B MWE-B
Sentence by sentence MWEtoolkit MPAIlinger Translation pair
aligned PoS patterns Moses, Giza++ probability
MWE-Tools MWE-Tools

Top: corpora-flow; Middle: work-flow; Bottom: tools and techniques

Figure: Bilingual MWE pairs generation and filtering before feeding into MT system for data/knowledge augmented training.
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Resources visit https://github.com/poethan/MNE4MT | Lifeng.Han @ manchester.ac.uk


https://github.com/poethan/MWE4MT

