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(a) Performance of “EWT reviews” parsers

(b) Performance of “GUM fiction” parsers

(c) Parser performance averaged over all ten domains

Figure 1: Performance of the DWBS-trained domain-expert parsers on (a) EWT 
reviews, (b) GUM fiction, and (c) averaged over all ten domains. X-axis: domain-
weight hyperparameter μ; y-axis: parser performance in LAS. Because in our 
experimental setup we use ten domains of equal size, whenever μ = 0.10, 
DWBS is equivalent to conventional RBS; therefore, in each char we highlight 
the baseline RBS-trained parser in blue, and we highlight the best performing 
DWBS-trained parser(s) in green.
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3.1. Data

3.2. Parser

Table 1: Parser hyperparameters

● We use the deep biaffine attention neural 
dependency parser (Dozat and Manning, 
2017) in the implementation by van der 
Goot et al. (2021).

● We modify the parser so that it can be 
configured to perform DWBS.

● We use the hyperparameter settings 
provided by van der Goot et al. with the 
only modification being that we specify 
early-stopping patience in terms of 
batches rather than epochs (see Table 1).

● We use Universal Dependencies treebanks version 2.12 (Nivre et al., 2020; de 
Marneffe et al., 2021), more specifically the English Web Treebank (EWT; Bies et 
al., 2012) and the Georgetown University Multilayer Corpus (GUM; Zeldes, 2017).

● From the sixteen domains of EWT and GUM, we select only the ten domains that 
each have a minimum of 1,000 sentences, which includes all five EWT domains 
and five of the eleven GUM domains.

2. Domain-Weighted Batch Sampling (DWBS)

● We propose domain-weighted batch sampling 
(DWBS) as a domain adaptation strategy for 
supervised neural learning.

● We show that DWBS outperforms conventional 
randomized batch sampling (RBS).

subsets D1 and D2

● To perform DWBS, before training begins the 
training data set is partitioned into disjoint in-
domain and out-of-domain subsets.

● The hyperparameter μ is used to define the 
probability of choosing the next sample from 
the in-domain subset.

● So, for example, if μ = 0.45, then there is a 
45% chance of drawing the next sample from 
the in-domain subset and a 55% chance of 
drawing from the out-of-domain subset.

● In order to evaluate the effectiveness of DWBS, we perform experiments in which 
we compare a baseline model trained using conventional RBS against domain-
expert parsers trained using DWBS.

4.1. Effect on Parsing Accuracy

4.2. Effect on Training Duration

Table 2: Performance in LAS per 
domain, comparing the baseline parser 
to the highest-LAS-producing domain-
expert parser. LAS R: baseline parser 
trained using RBS; LAS DW: highest-
LAS-producing domain-expert parser 
trained using DWBS; μ: setting resulting 
in the highest LAS for the given domain. 
Improvements of more than 1.00 LAS 
are bolded.

Table 3: Training dura-
tion per domain measur-
ed in number of thou-
sands of samples until 
model convergence, 
comparing the baseline 
parser to the highest-
LAS-producing domain-
expert parser. NSC: 
number of thousands of

training samples until model convergence; RBS NSC: NSC for the baseline parser 
trained using RBS; DWBS NSC: NSC for the highest-LAS-producing domain-expert 
parser trained using DWBS; μ: setting yielding the best (in terms of LAS) domain-
expert parser for the given domain.

● The DWBS-trained parser outperforms the baseline in all ten domains tested, for 
some setting of μ.

● The average improvement across all ten domains, using each domain’s best setting 
of μ, is 0.95 LAS.

● As shown in Table 2, five domains experience gains of more than 1.00 LAS.

● Overall, GUM domains tend to prefer higher values of μ; in other words, those 
domains profit more from training examples from the same domain, which indicates 
that each of those domains is different from all others, either in terms of syntactic 
structures or annotation.

● The domains are evenly split on training time reduction with five seeing a reduction 
and five experiencing an increase.

● The greatest increase is experience by the GUM fiction domain, which requires 
2,400 more sentences than the baseline to achieve convergence.

● The greatest decrease is experienced by the GUM vlog domain, which shows a 
decrease of 5,200 sentences.

● The average change in training duration is a decrease of 864 sentences.

● The high variability in of differences in training duration may suggest that our target 
domain data do not always have high internal consistency, which is in line with 
findings by Zeldes and Schneider (2023), who observed considerable differences in 
cross-domain parsing between EWT and GUM.

● Based on the positive results reported above, when the preconditions for 
performing DWBS are met, it should be preferred over conventional RBS.
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