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Idioms
● Multi-word expression (MWE).

● Figurative meaning – contextual.

● Hard to deduce from literal interpretations.



Challenges with Idioms
● Alters default semantic roles of syntactic categories.

● This poses significant challenges for Natural Language Processing (NLP) 
systems.

● Expression covers literal uses as well – Potentially idiomatic expressions 
(PIE).



Technical Challenges
● Automatically detect if an idiomatic expression is present in a sentence.

● If yes, identify the idiomatic tokens.

○ Oh – for about four years, on and off, he said vaguely. (Figurative)

○ Participate in training, both on and off station. (Literal)



Problem Statement
● Input:

● A sentence S with n tokens w1, w2, …, wn where each wi represents a tokenized unit. S is a 
syntactic ordering over wi’s.

● Labels L = {I, NI} where 
● I represents idiom.
● NI represents not idiom.

● Output: Generate a sequence of class labels Z = z1, z2, …, zn where zi = f(wi).

● Objective: Learn the function f().



Deep Learning for Idiom detection

● Fine-tune BERT model on the idiom detection task.
● Cross Entropy Loss Function ( L   )

Classification Layer



Deep Learning for Idiom detection: Challenges

● Idiom Token Classification suffers from class imbalance
○ Number of I tokens far lesser than number of NI tokens

● Cross Entropy not suitable to handle class imbalance
○ Poor accuracy on I labels

Dataset I NI

EPIE Formal 10767 70522

EPIE Static 63012 583923



Our solution: Custom Loss Function



Translation based Loss Function



Translation based Loss Function
● SL1 is the original sentence in L1 (English).
● SL1 → L2 is a translation of SL1 in L2 (Hindi).
● SL1⇔L2 is a translation of SL1 → L2 back to L1.
● The retranslation will be substantially different from each other with the 

presence of an idiom.
● We capture this difference through METEOR* score MS. 
● Idea: MS(SL1, SL1⇔L2 ) is low when  SL1 is highly likely to contain idiom

*Satanjeev Banerjee and Alon Lavie. 2005. METEOR: An Automatic Metric for MT Evaluation with Improved Correlation with 

Human Judgments. In Proceedings of the ACL Workshop on Intrinsic and Extrinsic Evaluation Measures for Machine Translation 

and/or Summarization

https://aclanthology.org/W05-0909


Cohesion based Loss Function
● Idea: Semantic compositionality* among the words in an idiom is low .
● We capture this idea with cohesion score CS of a sentence S where 

● CS1: cohesion score after removing the idiom from S. 
● CS2: cohesion score without removing the idiom from S.
● Our loss function:

*Timothy Baldwin and Su Nam Kim. 2010. Multiword expressions. Handbook of natural language processing



Final Loss

Linear combination of Translation Loss and Cohesion Loss

control the effect of both losses



Experiments

● bert-base-uncased
● Training: 80%, Validation: 10%, Test: 10%
● Learning rate: 2e-5
● Epochs: 3
● λ1, λ2, λ3, λ4: 999
● and       : 0.01



Datasets



Metrics
Precision, Recall, F1

Macro Average

Weighted Average

Sequence Accuracy



Results



Results



Results



Cross - Domain Results



Comparison with DISC



Discussion



Conclusion and Future Work
● We can adjust our own loss functions to refine different architectures 

effectively

● Systematically address each identified error category.

● Intuitive and efficient tool utilizing these fine-tuned models
to detect an idiom in a given sentence



Thank You


